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Abstract

With the recent advancements in LLMs, data has become more im-
portant than ever. However, progress in NLP does not only rely on
model architecture but also on the quality of data (both in training
and evaluation).

Scarce data sources (e.g., low resource languages) often rely on
convenience sampling with limited representation of the linguistic
variation and sociocultural context (especially for low resource lan-
guages). Annotation is also challenged by limited availability of
trained annotators and inconsistent guidelines leading to low inter-
annotator agreement and unstable labels.

These upstream issues propagate into benchmarks, which fre-
quently lack coverage and robust evaluation resulting in unreliable
model rankings and performance estimates.

Focusing on low resource languages and multilingualism in NLP,
we will explore the current data collection and annotation prac-
tices (e.g., convenience sampling, issues about representativeness
and bias), challenges about reliability and construct validity for
benchmarks and evaluations as well as possible solutions to tackle
these challenges.



